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Abstract

We present the �		� annual report on research e�orts of the San Diego Supercomputer Center�s
Applied Network Research group 
ANR�� Our projects were undertaken in collaboration with the
Computer Systems Laboratory of the University of California in San Diego 
CSL�� as well as a
number of other researchers across the country� This year� we continued our research on network
analysis and modeling� as well as advanced network technologies including the CASA gigabit
testbed� Our research topics include issues of network access� instrumentation for the accurate
gathering of performance statistics� accounting� and quality of service in the Internet�

We hope interested parties within the Internet research community will �nd this report helpful
in understanding our research agenda� We also wish to use this report to stimulate further
discussion and interaction among researchers pursuing similar projects and goals�

�Any opinions� conclusions� or recommendations in this report are those of the authors and do not necessarily re�ect the views of
the National Science Foundation� other supporting organizations� General Atomics� SDSC� UCSD or the SDSC Consortium members�

�
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� Introduction

This ���	 annual status report of the Applied Network
Research �ANR� group at the San Diego Supercomputer
Center �SDSC� and the University of California� San Diego
�UCSD� represents an update on our research activities
and outlines our future directions� Our projects include
those funded by the National Science Foundation �NSF��
the Department of Defense�s Advanced Research Projects
Agency �DoD ARPA� via the Corporation for National
Research Initiatives �CNRI�� and International Business
Machines Corporation �IBM��

The National Science Foundation �NSF� speci
cally funds
research into Analysis and Modeling Tools for High Speed
Networks� NSF Grant NCR�������	� as well as studies
of and engineering support for NSF�s National Research
and Education Network �NREN� activities� and collabo�
ration in multi�agency activities for Asynchronous Trans�
fer Mode �ATM� networks� NSF and ARPA� via CNRI�
fund the CASA testbed project to investigate network�
ing and distributed applications issues across wide�area
gigabit�speed networks� Under our IBM collaboration�
we study performance issues across the Internet from a
systems perspective�

During ���	� the second year since the establishment of
the Applied Network Research �ANR� Group� we have
continued our work in the area of tra�c characterization
of national backbones� in particular the NSFNET� and ex�
tended our investigations into other strategically selected
locations in the Internet fabric� Section � presents our
work in backbone tra�c characterization� Sections ��� and
��� present modeling studies of operationally collected de�
lay and tra�c volume data on the T� NSFNET backbone�
Section ����� presents a summer research project of an un�
dergraduate student in NSFNET statistics by U�S� state�
Section ��	 presents some example statistics on the T	
NSFNET backbone� in particular those concerning tra�c
locality� or concentration of tra�c among a small sub�
set of possible network addresses� Section ��� evaluates
the strengths and limitations of some of the operationally
collected backbone statistics for forecasting tra�c qual�
ity and volume� One of our objectives is to develop sta�
tistics collection mechanisms with increased relevance to
network research and analysis tasks� Sections ��� and ���
discuss two other issues which constrain the usefulness
of operationally collected statistics on wide�area network
infrastructures�

An important component of our current research is the
modeling of Internet tra�c �ows� In Section ���� we dis�
cuss the motivation for and the potential applications of
such an e�ort and describe our initial 
ndings� This is an
area where we expect to concentrate analysis and model�
ing work for the third year of the project� In particular�
we are developing statistical models of tra�c �ows based

on attributes such as protocol and application�

We have and continue to apply the results of our inves�
tigations to operational and planned components of the
Internet� Sections 	 discusses SDSC�s involvement in the
CASA gigabit testbed research project� the MetaCenter
network� and our planned connection to a multiagency
national ATM network project�

Section � presents ANR e�orts in NSF�s NREN Engineer�
ing Group� Section � describes the contributions made to
the ANR research and analysis e�ort by three students
from the Computer Science Department at the University
of California� San Diego� Section � lists ANR publications
released during the past year�

� Backbone characterization

During the past year we have undertaken various network
analysis and modeling e�orts� Although we have for the
most part targeted our e�ort to the NSFNET backbone��

we believe our methods apply to wide�area networks in
general� We have investigated the suitability of existing
and currently collected data �by Merit and ANS� for per�
formance modeling� In particular� we attempted to show
associations between network tra�c and performance on
the NSFNET backbone� However� for various reasons
which we discuss in this section� but mainly because of
the coarse granularity of the collected statistics� the data
do not show correlations between tra�c volume and per�
formance� Section ��� presents a case study with evidence
for why operational data collected at current granularity
is insu�cient to develop accurate performance models�

We 
nd that collected data does provide a good frame�
work for models of long�term tra�c volume on the back�
bone� Such tra�c models are important for forecasting
tra�c levels on the backbone� and thus for making de�
cisions about future expansion and upgrades� In Sec�
tion ��� we discuss our investigation of the use of time�
series �ARIMA� models ��� to model long�term NFSNET
tra�c volume� and show their strength for forecasting
long�term tra�c volume� We will present the resulting
work in published form at the ���� IEEE International
Conference on Communications �ICC���� ��
��

An area of particular interest in wide�area infrastructures
is tra�c locality� or heavy concentration of tra�c among
a small subset of possible network addresses� Section ��	

�NSFNET� the National Science Foundation Network� is a gen�
eral purpose packet�switching network supporting access to scien�
ti�c computing resources� data� and interpersonal electronic com�
munications�
The NSFNET backbone itself evolved from a ��kbps six�node

network in the mid�	
��s to today
s ��Mbps �T�� network� the
current NSFNET extends to a large fraction of the research and
educational community� and even into the global arena via inter�
national connections�

	



presents some example statistics from December ���� high�
lighting the degree of locality on the T	 NSFNET back�
bone�

Section ��� evaluates the strengths and limitations of some
of the operationally collected backbone statistics for fore�
casting tra�c quality and volume� One of our objectives is
to develop statistics collection mechanisms with increased
relevance to network research and analysis tasks� Sec�
tions ��� and ��� discuss two other issues which constrain
the usefulness of operationally collected statistics on wide�
area network infrastructures�

Limitations of the operationally collected statistics for
certain workload characterization and modeling tasks have
led us to undertake more speci
c measurement studies of
various granularities on more limited geographic scales�
An important component of this research is the pro
ling
of Internet tra�c �ows� We describe motivation� applica�
tions� and our initial 
ndings in this area in Section ����
In particular� we are developing statistical models of traf�

c �ows based on attributes such as protocol or appli�
cation� We use measured network tra�c traces obtained
from di�erent types of networking environments� We fo�
cus on tra�c models related to caching and �soft� state
preservation on wide area networks� Such tra�c mod�
els are central to the development of economical routers�
e�cient schemes for the transport of IP over ATM� and
accounting schemes for IP tra�c on wide area networks
and internetworks�

The research e�orts we describe in this section are all ap�
plicable not only to current network infrastructures� but
also to planned and emerging advanced Internet technolo�
gies� around which we focus Section 	�

��� Modeling NSFNET delay using opera�

tional data

In evaluating the relevance of the collected node�to�node
packet delay statistics on the NSFNET backbone� we in�
vestigated the relationship between the amount of traf�

c present and the measured round�trip delay� and com�
pared the trends in measured values to those predicted by
queueing theory� We will only discuss some basic results
here� for details refer to ����

The 
rst analysis examined the correlation between tra�c
and delay for each of the �� backbone node pairs for which
data was available� Correlations were calculated using the
Pearson product�moment coe�cient�

We also investigated whether node pairs with higher traf�

c levels than average had correspondingly higher average
delays� To compare delays between di�erent node pairs
required that we consider the following di�erent compo�
nents of the total delay�

�� Processing delay� The delay added by routers and
switching equipment�

�� Propagation delay� The transport delay between
the nodes�

	� Queueing delay �including transmission time�� Ad�
ditional delay imposed by congestion�

The 
rst two delay sources are 
xed for a given node
pair and packet size� To compare delays between di�erent
node pairs� we needed a way to estimate what portion of
the total observed delay is due to processing and propaga�
tion delays� We considered the following two alternative
methods�

�� Examine the minimum delays observed for each node
pair� when the network utilization is very low� These
delay times will probably include little or no queue�
ing delay� and should give a reasonable estimate of
the total 
xed delay for each node pair�

�� Model the observed data and attempt to 
nd weight�
ing factors for 
xed delay sources�

For each node pair� the minimum observed delay for that
node pair was subtracted from the mean delay� We use the
di�erence as an estimate of the portion of the mean delay
resulting from queueing delay� In general� node pairs with
higher tra�c had higher mean delays�

A second approach to the problem of estimating the vari�
ous sources of delay is to attempt to extract the informa�
tion from the data themselves� We 
t the collected delay
data to the following model��

Delay � �Bytes� �Miles� constant� error

where �for each node pair��

Bytes � Mean number of bytes per �� minutes
Delay � Mean delay over all �� minute periods
Miles � Distance in miles between cities

We had hoped this model would give reasonable estimates
for the queueing and propagation delays� The model did
a good job of predicting the 
xed �processing and propa�
gation� delays� The model was somewhat less successful
in predicting the e�ects of added tra�c� Furthermore�
the predictions the model made for the e�ects of changes
in tra�c were too extreme � the delays predicted for
high tra�c node�pairs were larger than any actual de�
lays� while the delays it predicted for low tra�c pairs

�We also �t the data to several non�linear variants of the model�
e�g�� with delay linearly related to miles but exponentially related
to tra�c� In all cases� t�values went down� and the constant be�
came a large negative number�

�



were smaller than the actual delays� indeed� often smaller
than the minimum delay for that pair� Thus it seems
that the model is giving too much weight to the e�ect of
additional tra�c�

Although we did 
nd evidence of a relationship between
tra�c volume and delay� the relationship appeared to be
linear� at the levels of tra�c volume observed here� and
with the metrics for which data was available� there was
no evidence for the curve predicted by queueing theory�
Quantifying the relationship between tra�c levels and de�
lay proved to be di�cult� Two di�erent approaches gave
very di�erent results� This study revealed two main prob�
lems with the data�

�� Delay data are not representative of the whole ��
min interval� Although we have a byte count for
each ���minute period� we have no information about
the fraction of a second when delay was sampled� At
that moment� the link might have been extremely
busy� or completely quiet� A data point with a large
delay� therefore� might be an indication of some
other e�ect of which we have no knowledge� or it
might be the result of heavy tra�c at the moment
when the delay was sampled� Getting more accu�
rate delay estimates� however� would require more
complete data�

�� The granularity of the data is too coarse�

��� Modeling long�termNSFNET tra�c vol�

ume using operational data

In planning for the future needs of any complex system�
accurate forecasting of the workload is important to assess
future capacity requirements and to plan for changes� We
have investigated the potential of time�series methods for
creating accurate� detailed forecasts of future NSFNET
backbone tra�c�

A dominant feature of the backbone tra�c over the last
few years is the overall increase in volume� While we
might obtain a rough estimate of future tra�c by simply

tting a smooth curve to the data� this method ignores
a great deal of information� For example� the tra�c may
have seasonal components that greatly a�ect the tra�c
levels at any given time� which the curve�
tting method
would obscure� A more detailed model would take these
seasonal trends into account�

One of the advantages of such a model would be that�
due to its better match to the data and more precise pre�
dictions� one could spot deviations from previous trends
more quickly� and generate new and revised predictions�
A detailed forecast of yearly tra�c patterns also allows for
more accurate planning and better decisions� If hardware

changes are required at some point in a coming year� the
model could estimate when tra�c levels are likely to be
lowest� If a particular backbone link is approaching max�
imum capacity� a detailed model of the tra�c patterns
on that link could predict when tra�c will likely exceed
link capacity� If the tra�c on a less busy link is growing
more rapidly than on another� busier� link� models of each
could predict when their usage levels would cross �which
might have an impact on routing decisions��

Finally� a more accurate model may allow for reasonable
predictions several years into the future� Given the enor�
mous growth rate of tra�c on the backbone� the ability
to make forecasts two or more years in advance has great
advantages for planning for future requirements� ARIMA
time�series models ��� possess these characteristics�

We used ARIMAmodeling techniques to characterize sev�
eral years of NSFNET packet tra�c growth� The data
used in this study consist of daily packet totals between
all NSFNET backbone nodes� between August �� ����
and June 	
� ���	� From ���� through ���
� all data
are from the T� network� from January ���� to Novem�
ber ����� the data are the sum of tra�c on both the
T� and T	 networks� from December ���� through June
���	 data are from the T	 network only� All data was
collected by Merit Network� Inc� as part of its operation
and management of the NSFNET backbone�

To test the ARIMA model�s ability to predict across a
full year� we fed the model data from ���� through June
����� and used them to forecast the subsequent year �i�e��
July ���� through June ���	�� Figure � and � compare
the predicted to the actual data for those �� months� Fig�
ure � shows all data� from ���� through ���	� Figure �
shows only the �� months of the prediction� The predic�
tion of the model was quite accurate over the entire year�
although it was too conservative in predicting the size of
the oscillations towards the end of �����

We then used the model to forecast NSFNET backbone
tra�c levels for the coming year� We used all available
data� from August ���� through June ���	� for the predic�
tion� Figure 	 shows the forecast for July of ���	 through
June of �����

A model capable of forecasting two or more years into the
future would have enormous usefulness as a long�range
planning tool� To evaluate the ARIMA model�s ability to
make long�range predictions� the data from ���� through
June of ���� were used to make a forecast two years into
the future �i�e�� from July of ���� through July of ������
Figure � shows this forecast overlaid with the data from
Figure 	� which shows a one�year forecast based on all
available data ���������	��

Figures � and � illustrate the ability of the model to accu�
rately predict one year into the future� Thus we have some

�
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con
dence in the one�year forecast through July �����

Our study was successful in evaluating the feasibility of
using time series analysis to make detailed long�range
predictions about NSFNET backbone tra�c� The close
match between predicted and observed tra�c levels sug�
gests that this approach is adequate for long�range fore�
casts and planning with some con
dence� One could also
use ARIMA models to make predictions about the tra�c
levels on individual NSFNET backbone nodes or links�
rather than on the aggregate� Preliminary model build�
ing� however� suggests that it would be necessary to use
a separate model order for each node� This should not be
surprising� because tra�c patterns and growth on indi�
vidual backbone nodes may be strongly a�ected by local
factors not shared by other nodes� for example� the state
of the economy in the region where the node is located� or
the addition of a new backbone node that handles tra�c
formerly handled by this node�

These examples of outside factors do point to one ulti�
mate limitation of the ARIMA model approach� which is
that all predictions are necessarily made on the sole ba�
sis of previous data� Such models cannot� by their very
nature� take into account any outside forces that may
fundamentally change the pattern of the data� As access
to the Internet becomes more widespread� a greater pro�
portion of users may come from commercial rather than
academic institutions� The pattern of use over a calendar
year is likely to be quite di�erent for a business than for
a university� As new multimedia applications come into
wider use� the extremely high volume generated by such
applications may a�ect tra�c patterns� Such factors as
new technologies� new government regulation� or changes
in the national economy may have signi
cant e�ects that
cannot be predicted by the ARIMA approach�

�	�	� Network vs	 tra
c growth

We also explored how to best represent NSFNET growth
of both the total amount of tra�c traversing the back�
bone and the number of connected and con
gured net�
works� We evaluated how much of the tra�c increase was
due to the addition of new networks vs� an increase in us�
age by the older� more established networks� Signi
cant
observations include�

�� The percentage of newly assigned IP addresses used
during their 
rst month is decreasing steadily�

�� As time passes� a smaller percentage of con
gured
networks are responsible for an ever�increasing por�
tion of the new network tra�c�

	� The monthly changes in overall volume are mostly
due to increases or decreases in activity from estab�

lished networks� not to increases or decreases in new
network activity�

��� T� NSFNET tra�c locality

We included in last year�s report a characterization of
the T� NSFNET backbone during May ����� Although
no longer in operation� the T� backbone exhibited many
workload characteristics and trends which the T	 NSFNET
backbone also exhibits� We followed up the May ����
study with a study of T	 backbone ��� data for the month
of December����� We provide highlights of the study
here�

The study investigated tra�c locality at a variety of gran�
ularities� network pairs� networks� Administrative Do�
mains �ADs�� and nodal switching subsystems �NSSs��
Table � summarizes tra�c �ow by these entities� For
the purposes of our analysis� we collated tra�c data only
to or from con
gured network numbers� and normalized
our favoritism calculations to the amount of tra�c sent
among the ���	� con
gured networks of the T	 backbone�
Con
gured network numbers are the only ones for which
NSFNET promises a service� tra�c to other networks may
be viewed as noise that may impose a service impact�
There are also networks that are con
gured but appar�
ently never announced and to which many networks still
try to send tra�c� �

Figure � displays the distribution of tra�c for December
���� by Administrative Domain�� This 
gure indicates
that the �ow characteristics of ADs do not di�er in terms
of packets and bytes� or between the load into and out of
the backbone�

Figure � displays the distribution of tra�c volume� in
terms of bytes o�ered into the backbone� at various lev�
els of aggregation� network pairs� networks� autonomous
systems �ASs�� and nodal switching subsystems �NSSs��
This 
gure clearly illustrates the dramatic di�erence in
favoritism with di�erent aggregation granularities� One
percent of the ��	 million network pairs were responsi�
ble for approximately �
� of the tra�c on the backbone�

�Out of date information in the Domain Name System about
the addresses of root domain servers is one source of such behavior�
Merit has collected statistics on the actual announcement of net�
work numbers to the NSFNET backbone� and found a large frac�
tion of con�gured networks which are consistently unannounced to
the backbone� The recent increase in the use of Class C network
numbers has particularly exacerbated this trend� Merit is now
trying to collect lists of such network numbers and make the infor�
mation available to regionals� Regionals could then remove them
from their routing database� reducing the impact of the dramatic
increase in network number requests for routing con�guration� In
��� we discuss further issues arising from non�con�gured networks
on the NSFNET backbone�

�An Administrative Domain is a collection of end systems� in�
termediate systems� and subnetworks operated by a single organi�
zation or administrative authority �		�� We use the Autonomous
System number to identify a particular Administrative Domain�
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Figure �� Distribution of tra�c aggregated at various lev�
els
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Figure �� Cumulative proportion of December tra�c sent
from source to destination
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Figure �� Cumulative proportion of December tra�c ex�
changed between 	 networks and rest of network

The tra�c was more evenly distributed among the more
coarsely aggregated groups� such as Administrative Do�
mains�

Figure � illustrates the impact of the �favorite site� e�ect
reported by Kleinrock and Naylor for the ���	 ARPANET
��	�� The graph plots the favoritism for three networks�
the proportion of tra�c to each source�s n favorite desti�
nations for the month of December ����� The connected
dots in the graph mark the unit percentiles of cumulative
tra�c volume� We selected these sites to demonstrate the
signi
cant di�erence in the degrees of favoritism exhibited
by the networks at UCSD� SDSC� and the NSFNET back�
bone� Note that favoritism at each source site involves a
separate set of most popular destination sites� since each
source need not have the same set of favorites�
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Table �� Summary statistics on tra�c locality on the T	 backbone in December ����

Percent of ��	��
��� Network pairs responsible for tra�c
percent of tra�c ��� �
� ��� �
� �����
number of site pairs ��
 ���	 ���	� ����� ���
��
percent of site pairs 
�
�� 
�	
	 ���	 ���	 �����

Percent of ���	�� Networks responsible for tra�c
percent of tra�c ��� �
� ��� �
� �����

number of total nets � �� ��
 	�� �
��
percent of total nets 
���� 
���� ����� ���
� ������

Percent of ���� ADs responsible for tra�c
percent of tra�c ��� �
� ��� �
� �����
number of total AD�s � �	 �� 	� ��
percent of total AD�s ��	�� �	���� ����� 	���� ���	�

Percent of ���� NSSs responsible for tra�c

percent of tra�c ��� �
� ��� �
� �����
number of total NSSs 	 � �� �� ��
percent of NSSs ���� ����	 ����� 	
��� �
�



Distribution of destination networks for three source networks

Percent of �	�
�� Networks to which UCSD Sent Tra�c

percent of tra�c ��� �
� ��� �
� �����
number of networks �
 	� ��� 	�	 ���
percent of networks 
���� 
���� 	���� ��
	� ���
��

Percent of ����
� Networks to which SDSC Sent Tra�c
percent of tra�c ��� �
� ��� �
� �����

number of networks � �
 �
 ��� 	�

percent of networks 
�
�	 
���� 	���� ������ ���
�	

Percent of ������ Networks to which NSF Sent Tra�c
percent of tra�c ��� �
� ��� �
� �����
number of networks �� �� ��� ��� �	

percent of networks ���
	 	��
� ����� ����
� 	�����

�



SDSC (1645 sources)
UCSD (3815 sources)
NSF (1445 sources)

percent of traffic

pe
rc

en
t o

f n
et

w
or

ks

0.1 1.0 10.0 100.0

0
20

40
60

80
10

0

Figure �� Cumulative Proportion of December tra�c sent
from source to destination

Figure � illustrates a similar statistic for tra�c both sourced
and destined from and to these three networks� the �fa�
vorite source� e�ect� Figure � illustrates the analogous
measure for tra�c both sourced and destined to these
three networks� One can see a de
nite di�erence in work�
load pro
le among these three networks� the supercom�
puter center tends to exhibit a higher degree of favoritism
than the other networks� and the campus communicates
with a signi
cantly larger number of sites�

Given ���	� con
gured networks� which can all commu�
nicate with each other� over 	��� million net pairs could
conceivably communicate� Of these� we recorded tra�c
from only 	���� ���	� million� of them� Furthermore� ��
of those networks was responsible for �
� of the tra�c
for the month of December ����� In other words� the top
���


 net pairs collectively consumed approximately �

times the bandwidth they would have consumed had the
tra�c matrix among communicating net pairs been uni�
form� and approximately �

�


 times the bandwidth
they would have consumed had the tra�c matrix among
all con
gured net pairs been uniform�

Table � includes summary statistics on tra�c locality for
these three networks� Because we derive these data from
statistics that the NSFNET backbone provides� they re�
�ect only tra�c relative to the NSFNET backbone and do
not consider tra�c that does not traverse any NSFNET
NSS �e�g�� regional network bypasses��

��� Address Growth and Application Diver�

sity

In Section ��� we presented a model of long�term T�
NSFNET tra�c volume growth� We have also evaluated
current T	 NSFNET backbone statistics for their ability

to allow one to forecast other aspects of network tra�c�
We focused on two aspects� ��� the IP network address
structure� and how the status of an IP address relates
to the evolution of available Internet network numbering
space� and ��� the growth in application�service diversity
on the Internet as measured by TCP�UDP port num�
bers� We focus on the limitations of these two method�
ologies� both of which were initially designed to support
short term engineering and planning needs� such as rout�
ing and tracking the rough cross�section of tra�c� Subop�
timalities in architecture and implementation prevent the
use of these methodologies for some long�term forecast�
ing and planning objectives� For example� the Internet
architecture makes it inherently di�cult to track many
applications by TCP�IP port number� The situation will
pose a serious obstacle to long�term planning with the
growth of real�time continuous media applications� which
are able to consume signi
cant fractions of the available
bandwidth for long periods of time� A complete version of
our study is available in ���� We highlight only the main
points here�

The current operational Internet infrastructure is gener�
ally strongly focused on real�time operational and near
term engineering requirements� As a result� the commu�
nity may acknowledge the importance of gathering valid
and useful statistics for analysis� but generally this col�
lection must take second priority to the immediate op�
erational requirements of the network service providers�
Many times the statistics are used more for public rela�
tion purposes� such as to demonstrate the ever�increasing
trend for higher bandwidth demands� or for simple peri�
odic reports� rather than for data sets which are key to
engineering� planning� and network research�

Although typical operational statistics allow some track�
ing of Internet growth� they limit our ability to forecast
capacity requirements in a network with ever richer func�
tionality� Today�s Internet aggregates tra�c from among
many clients� with various applications� with various asso�
ciated service qualities� This situation threatens to dete�
riorate further as network service providers try to respond
to market demand in the face of technological advances
in speed and ubiquity with little resources left to devote
to rational investigation of the infrastructure itself� Two
changes in today�s environment demand a more rational
approach to performance assessments and capacity plan�
ning� First� the underlying link fabric� at ever higher
performance� comes at an ever higher expense� Second�
the capacity requirements of new� high bandwidth appli�
cations� in particular� the real�time demands of digital
continuous media� implies that workload on the network
will increase super�linearly with added clients�

To investigate beyond such traditional metrics of network
usage we quantify� for the current NSFNET environment�
aspects of network ubiquity� as measured by IP network
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numbers� and the multiplicity of services� as measured by
port usage statistics� The collected statistics indicate su�
perlinear growth of IP network numbers� and therefore
Internet clients� over the last several years� The trend is
clearly continuing on a global scale� international clientele
as of the end of ���	 account for over �
� of the network
numbers known to the U�S� infrastructure� As the need
to attribute network usage intensi
es� e�g�� for account�
ing and billing purposes� the currently available data sets
will seem even more inadequate� Deployment of network
number aggregation techniques �e�g�� CIDR� ����� which
hide the interior structure of a network cluster� will fur�
ther aggravate the situation�

Tremendous growth also exists in application�service di�
versity on the Internet as measured by TCP�UDP port
numbers� The ever�increasing diversity in Internet ap�
plication pro
les� whose complexity will increase further
with the newer continuous��ow multimedia applications�
will require reassessment of network �ow mechanisms such
as queuing management in routers� Even within the non�
continuous �ow paradigm� subcategories of tra�c such
as interactive� transaction� or bulk tra�c� may exhibit
performance requirements which are di�erent enough to
justify adaptive queue management�

During ���	� ANS deployed software for the NSFNET
service that allowed more �exibility with the port distrib�
ution assessments� though the inherent di�culty with the
Internet model of application attribution remains� Fur�
thermore� the recently established InterNIC� activity may
allow greater �exibility in maintaining accurate databases
of network number and tra�c type statistics� Concerted
attention to such activities will help foster an Internet en�
vironment where network planning and tra�c forecasting
can rely on more than the traditional tra�c counters used
in the past�

��� Tra�c sampling

We do not underestimate the di�culty of changing the
statistics collection methodologies of operational wide�
area networks� Parameterizing tool requirements for col�
lection is challenging enough prior to the implementation
of a large scale infrastructural network� and a serious un�
dertaking if it must be retro
tted after the network has
been operating for years� Statistics collection in modern
networking environments inevitably involves cost�bene
t
tradeo�s�

Developing tools is not the only obstacle� another prob�
lem in current environments is the huge amount of data

�Established by the National Science Foundation� the InterNIC
is a collaborative project of three organizations working to provide
network information services� General Atomics provides Informa�
tion Services� AT�T provides Directory and Database Services�
and Network Solutions� Inc� provides Registration Services�

which statistics collection generates� Recent dramatic in�
creases in the speed of wide area backbones pose obstacles
to complete statistics collection� managers of high�speed
networks are under tremendous pressure to optimize re�
source usage to ful
ll the data collection objective� Sam�
pling o�ers a strategy to alleviate these pressures�

In ���	 we undertook an empirical investigation of sam�
pling methodologies and their impact on network traf�

c characterization� We simulated several sampling algo�
rithms on a packet trace collected on an NSFNET back�
bone node� exploring the e�ect of di�erent parameters of
sampling� such as� ��� time�driven vs� event�driven meth�
ods� ��� random vs� deterministic selection patterns� �	�
the granularity� or sampling fraction� ��� the interval� or
length of time over which we sample� We used as assess�
ment targets in this study the distribution of packet sizes
and packet interarrival times�

The critical element in our study ��� of sampling method�
ologies is a measure of how accurately various methods of
sampling can answer questions related to wide area net�
work tra�c characteristics� We used several statistical
metrics which indicate the similarity between two distri�
butions� and compared the sampled traces to the parent
population�

Our results revealed that the time�triggered techniques
did not perform as well as the packet�triggered ones� Fur�
thermore� the performance di�erences within each class
�packet�based or time�based techniques� are small� We
used a statistical metric related to the �� statistic� the ��

metric� to characterize the degree of association between
the sample distributions and the population� This met�
ric does not provide absolute characterization of sampling
performance� and is not conducive to rigorous hypothe�
sis testing� but it does demonstrate that one technique
is generally superior to another across sampling fractions
and sampling intervals�

The sampling methodologies we describe in ��� can be ex�
tended and applied to characterizations of network traf�

c that are based on proportions� e�g�� TCP�UDP port
distribution� More di�cult would be to characterize the
goodness of 
t of the sampled source�destination tra�c
matrix� mainly because of its large size and because many
tra�c pairs generate small amounts of tra�c during typ�
ical sampling intervals�

��	 Aggregation granularity

In the previous section we discussed the e�ect of sam�
pling mechanisms on modeling e�orts� Another aspect of
statistics collection which constrains subsequent modeling
e�orts is their granularity� We present a brief discussion
on the meaning and implications of the granularity of sta�
tistics�
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Aggregation� either in time or space� involves two para�
meters� the granularity at which one collects information�
and the granularity with which one presents information�
For example� a packet count for a 
fteen minute inter�
val implies a selected collection granularity� In contrast�
the �bucket size� of an interarrival time histogram de
nes
�when the arrival times of all packets have been captured�
the granularity of presentation� In both cases� selection
of the appropriate granularity for aggregation depends on
the question one is addressing� and sometimes de
nes the
range of questions one can address�

An example of time granularity is the current ���minute
aggregation interval for most statistics collection on the
T	 backbone� Such a coarse granularity may be appro�
priate to answer questions about high�level distribution
of network usage on a daily basis� Other questions� such
as analyzing the dynamics of packet interarrival time dis�
tributions� greater insight into bursty behavior� or pre�
diction of bandwidth requirements for continuous media
data �ows� will require a much 
ner time granularity�

An example of granularity along the space dimension is
the geographic focus of a particular measurement� one
might want to explore a speci
c node or link to examine
behavior such as favoritism or hotspots� Alternatively�
when presenting internetwork tra�c �ows� one might want
to develop a model of tra�c �ows according to policy
requirements� such as �ows among countries over time�
Other granularities include tra�c by� multibackbone en�
vironment �e�g�� of di�erent agencies�� single backbone�
backbone node� external interface of a backbone node�
backbone client service provider� Administrative Domain�
IP network number� host� end user� and application� These
granularities do not have an inherent order� as a single
user or application might straddle several hosts or even
several network numbers� As with the time dimension�
the appropriate granularity depends on the question of
interest� Figure �
 presents some of the possible layers
of interest to the Internet community� We provide exam�
ples of data aggregated at di�erent levels of aggregation
in this model�

��
 Internet tra�c �ow pro�ling

Limitations of the operationally collected statistics for
certain workload characterization and modeling tasks have
led us to undertake more speci
c measurement studies of
various granularities on more limited geographic scales�
An important component of this research is the pro
ling
of Internet tra�c �ows� in this section we provide mo�
tivation and structure our �ow pro
ling methodology� A
more complete description will be available in a forthcom�
ing report ����

During the early years of the Internet� one could char�

acterize the tra�c as clearly de
ned interconnections of
hosts to a common backbone network� the ARPAnet� De�
ployment of the NSFNET in the mid����
�s brought a
more hierarchical architecture� intended to support an
operational national backbone network interconnecting
mid�level networks of regional scope� which themselves
support connectivity to campuses� Far more successful
than anyone imagined� the NSFNET spurred connectivity
well beyond the auspices of its original charter� acting as
a catalyst to interoperability of networks in the research�
education� commercial� and government arenas across the
globe� The resulting international fabric transports many
thousands of tra�c �ows simultaneously�

In the process� however� the strict hierarchical architec�
ture has given way somewhat to the �exibility of what
has become a complex web of global interconnection� Al�
though certain loose hierarchical components still exist
within the global �ow weave� such as the U�S� NSFNET�
the general case is quite arbitrary� Within the weave�
individual �ows follow a variety of structure� and their
�eeting and diverse nature frustrates attempts to model�
or even de
ne� them�

We have developed a methodology for pro
ling Internet
tra�c �ows which draws on previous �ow models� Our
methodology for modeling �ows di�ers from previous stud�
ies that have concentrated on end�point de
nitions of �ows�
by mainly focusing on TCP �ows delimited by SYN and
FIN packets� Several other studies have examined In�
stead� we focus on the IP layer and de
ne �ows based
on tra�c satisfying various temporal and spatial locality
conditions� as observed at internal points of the network�
This approach to the de
nition and characterization of
network �ows has signi
cant applications to various cen�
tral problems for networking based on the Internet model�
Among them� optimization of caches for routing� feasibil�
ity studies and optimization of routing based on quality�
of�service considerations� usage based accounting� and op�
timization of the transport of IP tra�c over an ATM fab�
ric� In this paper we concentrate on metrics character�
izing individual �ows including� volume in packets and
bytes per �ow� and �ow duration� at various granularities
of the de
nition of a �ow� such as by destination network�
host�pair� or host and port quadruple� Our measurements
demonstrate

� the brevity of a signi
cant segment of IP �ows

� that the number of host�pair IP �ows is not signi
�
cantly higher than destination network �ows� and

� that schemes that rely on tra�c caching would sig�
ni
cantly bene
t if they make caching decisions tak�
ing into account higher layer information�

Our measurements have implications for� performance re�
quirements of routers at Internet �hotspots�� general and
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Figure �
� Model of U�S� Internet interconnectivity architecture

specialized �ow�based routing algorithms� future usage�
based accounting requirements� and tra�c prioritization�
In the coming year� we plan to continue research in the
area of Internet tra�c �ow pro
ling�

� Emerging Network Technologies

��� CASA Testbed Facilities

In ���	 the CASA network facilities started to take shape�
Two CASA sites� JPL and CalTech� were already con�
nected by a HIPPI 
ber extender� The link between
SDSC and CalTech was tested and turned over to us
in September ���	� and the 
rst pair of HIPPI�SONET
�H�S� gateways were installed� Los Alamos National Labs
�LANL� designed and manufactured these gateways� which
allow the interconnection of HIPPI local area networks
over SONET links� This section provides a brief func�
tional description of these gateways�

�	�	� Motivation

The CASA gigabit testbed focus has been to pro
le and
test the performance of large�scale� distributed applica�
tions running across supercomputers interconnected by
a high�speed net� The design calls for the transport of
HIPPI data across wide area networks� and we achieve
this by packing HIPPI data directly into SONET pay�
loads� The SONET lines used in CASA are clocked at

OC�	 ���� Mbps�� and we stripe � OC�	 pairs to achieve
an aggregate bandwidth of approximately ��� Gbps� which
is su�cient to interconnect at �

 Mbps� the HIPPI speed�

The HIPPI standard and architecture has been designed
for local area use with distances up to �� meters� A key
challenge in the CASA design was to preserve the HIPPI
�ow control necessary for correct local operation while
providing wide area� serial interconnection� This task re�
quires terminating HIPPI connections locally at the H�S
gateway and not transporting the HIPPI �ow control in�
formation across the wide area network� The H�S gate�
ways themselves provided elastic bu�ering to allow for
speed matching and data handling across the wide area�
Figure �� illustrates this scheme� showing that two ma�
chines communicating across CASA would involve three
distinct connections� two locally at the sender and re�
ceiver and one �connection� between the H�S gateways
across the wide area� The result is to preserve local HIPPI
�ow control semantics while allowing wide area connec�
tivity at the HIPPI rate of �

 Mbps�

We present some initial 
ndings in the next section�

�	�	� Work to date and results

Link Layer Performance

We have conducted several basic performance tests to
calibrate the behavior of the CASA network and under�
stand its performance characteristics� Using IOSC HIPPI
testers� we measured the available HIPPI�to�HIPPI band�
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Figure ��� A HIPPI conversation across CASA is composed of three separate connections� C�� C�� and C	�

width at approximately �	� Mbps over a single OC�	 
ber
pair� In striped mode� we used a maximum of � OC�	
pairs and measured approximately ��
 Mbps� Note that
the H�S gateways optionally implement Forward Error
Correction �FEC� and use one channel to redundantly
transmit data� reducing the number of available data chan�
nels to 
ve�

We measured the round trip delay across the link at less
than 	 ms� Straight�line distance between SDSC and Cal�
Tech is approximately ��
 miles� and transmission and
propagation latencies for 
ber�optic gear is about � ms
for ��� miles� The latency is almost entirely the speed of
light and transmission delay across the wide area facili�
ties�

TCP Performance

We have a number of supercomputers connected to the
CASA network� These include the CRAY C�
 and In�
tel Paragon at SDSC� the Intel Delta and Paragon at
the California Institute of Technology �CalTech�� and a
CRAY Y�MP at Jet Propulsion Laboratories �JPL�� The
CRAY Y�MP and C�
 are capable of driving a HIPPI
channel at or close to full bandwidth� using full sized IP
packets ��� KB� because these machines are limited by
per�packet interrupt latencies�

The delay�bandwidth product of the SDSC�CalTech link
is approximately 
�	 MB� or about four packets of �� KB
each in �ight� We therefore use the TCP window scaling
option for TCP� allowing the CRAYs to use the entire

available TCP bandwidth if possible� Table � displays
tests conducted using FTP� transferring a �
 MB 
le using
�� KB packets and large windows�

We make one important observation� Large supercom�
puters such as the SDSC CRAY are timeshared machines�
with a CPU scheduler controlling the sharing of CPU re�
sources� The e�ect of scheduling on a network�intensive
job such as a large bulk transfer is quite signi
cant� inter�
rupting such jobs adds signi
cant delay to packet trans�
missions and degrades performance� The simultaneous
availability of dedicated supercomputers can pose a sig�
ni
cant logistics and coordination issue�

We stress that these are only initial 
gures and much
work remains in understanding the dynamics of TCP in
the CASA HIPPI environment�

X Windows�based H�S Performance Tool

Researchers at the Los Alamos National Laboratory have
designed the HIPPI�SONET gateway to maintain a num�
ber of counters that track performance as well as control
the operation of the gateway� These counters are accessi�
ble via a serial line �RS��	�� interface� We have designed
and implemented a UNIX front end that allows the dis�
play and control of these registers across a TCP�IP net�
work� via an X Windows graphical user interface�

Using this front end� we can easily con
gure the gate�
way to use any combination of � through � OC�	 
ber
pairs� thereby providing 
ne grained control of link band�
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Transmit�Receive C�
 �SDSC� Y�MP �SDSC� Y�MP �JPL�
C�
 �SDSC� ����� �Dedicated� 	��� 	�

Y�MP �SDSC� �
�	 �
��� �Dedicated� �NA�

Y�MP �JPL� 		 �NA� �
��� �Dedicated�

Table �� CASA throughput results� Values displayed in MBytes�s with TCP using ttcp� ������ GBytes sent during
loopback dedicated tests� ����� GBytes sent during inter�machine dedicated tests� TCP window scale factor� �� TCP
socket bu�er� 	�� KB� Available CASA link Bandwidth� ��
 Mb�s�

width� We are using this capability to study congestion
and blocking in the CASA environment� We can also
switch on or o� the FEC feature� allowing us to study the
e�ect of link errors on throughput and to gauge the ef�
fectiveness of the FEC scheme� Figure �� shows the user
interface�

�	�	� Future Work

Currently� we are studying the interaction between TCP
congestion control schemes and the HIPPI �ow control
that operates at a lower layer� Our work should pro�
vide insights into the e�ectiveness of TCP in the CASA
environment� We also plan to conduct studies to de�
termine the e�ectiveness of the FEC capabilities of the
HIPPI�SONET gateways� The bit and frame error rates
across the SONET links will be a key parameter in our
study�

��� The NSF MetaCenter

In ����� the directors of the National Science Foundation
supercomputing centers� Cornell Theory Center �CTC��
National Center for Supercomputing Applications �NCSA��
Pittsburgh Supercomputing Center �PSC�� and the San
Diego Supercomputer Center �SDSC�� formed the nucleus
of a collaboration based on the concept of a national
MetaCenter for computational science and engineering�

�	�	� Motivation

Each NSF�funded supercomputer center manages and op�
erates its own computational environment� Environments
include the supercomputers themselves� associated disk�
storage archive� printing� and visualization systems� A
structure allowing a user at any of the centers to use re�
mote facilities in a seamless fashion would enhance pro�
ductivity potential� We call such an integrated environ�
ment the NSF MetaCenter�

One objective of the MetaCenter in place is to o�er users
an integrated work environment in which computational

jobs and 
les can easily migrate among the consituent
supercomputer centers� The MetaCenter 
le and archive
system would provide a consistent view regardless of the
center at which the 
le is actually stored or accessed� This
abstraction requires software that maintains a single sys�
tem image of the various services o�ered at the centers�
A key requirement of such a MetaCenter is a high�speed
network� called the National Computational Environment
Network �NCEnet��

An approximate analysis of the requirements of the Meta�
Center quickly leads to the conclusion that the current
network infrastructure between the centers is not ade�
quate for the NCEnet network ���� Typical NCEnet appli�
cations not only require large amounts of bandwidth but
also facilities for bandwidth management and allocation�
The centers therefore require a high performance network
interconnecting the centers� with adequate capacity to ad�
dress the needs of the MetaCenter applications� as well as
bandwidth management to ensure that applications get
the necessary network resources�

�	�	� Work to date

The NSF centers jointly initiated a project to charac�
terize the performance and estimate bandwidth available
to supercomputer�based applications that utilize the cur�
rent intercenter network� Each center installed a �probe�
workstation on the FDDI ring that serves as the intercon�
nection between the NSFNET backbone and the attached
regional network� We are currently using the probes to

�� Perform a trend analysis of TCP performance be�
tween the centers� to characterize the �headroom�
available to high bandwidth applications� The gen�
eral purpose network allows the sharing of network
resources among a large number of customers� Such
sharing is possible� for the most part� because indi�
vidual applications consume only a fraction of the
total bandwidth� We anticipate that MetaCenter
applications will require a base level of resources
higher than current Internet applications� It is im�
portant� therefore� to characterize the amount of
unused resources or �headroom� that the NSFNET
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Figure ��� The X Window based user interface for the HIPPI�SONET gateway�

provides� as this will determine the performance of
MetaCenter applications�

�� Study packet �ow characteristics of NSFNET tra�c
across the wide area network to better understand
the resource demands that applications impose on
the net�

	� Study routing system �uctuations across the NSFNET�
The dynamics of routing information determine the
level of network stability and reachability� We have
an ongoing e�ort to use the probe workstations to
collect routing update data to better understand the
routing update process�

��� Interagency ATM Connection

In ����� SDSC received an NSF award �Interagency ATM
Connection at the San Diego Supercomputer Center� to
collaborate with DOE and NASA to explore the suitabil�
ity of ATM technologies for building and operating inter�
agency networks� Unfortunately� DOE and NASA have
been held up in their implementation because of a success�
ful legal protest against the procurement� Consequently�
we been unable to start this project and are awaiting res�
olution�

� NSF NREN Engineering

We continued our e�orts with the Division of Networking
and Communications Research and Infrastructure �DNCRI�
o�ce at the National Science Foundation on matters re�
lated to engineering and planning of the NREN� in the

context of the NSF NREN Engineering Group �NEG��
The NEG e�ort involved collaborative work with the Na�
tional Science Foundation�s DNCRI� as well as Peter Ford
of the Los Alamos National Laboratory �LANL��

The primary objective of NSF�s NREN Engineering Group
is to facilitate a graceful transition to the Interim Intera�
gency National Research and Educational Network �IIN�
REN�� This work encompasses several aspects� both tech�
nical and non�technical� of network planning� design and
architecture�

Braun participated in several activities related to the En�
gineering and Operations Working Group �EOWG� of the
Federal Networking Council �FNC�� as well as its Federal
Engineering Planning Group �FEPG�� He also partici�
pated in the Intercontinental Engineering Planning Group
�IEPG�� with the expectation of fostering international
collaboration� Issues of particular concern is the ongo�
ing design of Network Access Points �NAP�� ANSnet in�
strumentation� regulatory investigations� and network ac�
counting issues�

As part of a collaborative e�ort between the federal net�
working activities and the commercial sector� Braun� in
collaboration with Paul Mockapetris of ARPA and oth�
ers� investigated whether a need existed for short term
measures to ease restrictions of electronic mail exchanges
among commercial service providers� This was based on
the perceived need that current restrictions on the federal
network components would hinder progress for free elec�
tronic mail exchanges among commercial service providers�
Commercial service providers seem to have enough �ex�
ibility to deal with the situation without external help�
thus no action was required by the FNC�

We also presented issues surrounding network analysis ac�
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tivities to a technical audience of the NSFNET regional
network community in June ���	� with the hope of stimu�
lating more interest in analysis across boundaries of local
service providers�

In the previous year� we had met with NTIA o�cials to
discuss regulatory issues� but it appeared that the time
was not ripe for extensive e�orts in this area� Therefore�
we have focused on laying groundwork towards require�
ments and instrumentation� to better prepare for a time
when public policy and regulation become a more impor�
tant issue� As such� we have written three papers �	� ����
��� that we hope will foster further discussion in this area�
In May ���	� we presented one of these papers ��� at a
Harvard JFK school workshop Public Access to the Inter�
net� The paper� �Network Analysis in Support of a Public
Internet�� and presentation emphasized how current and
future statistics collection can �or cannot� support the ex�
panding policy concerns of the diverse� homogeneous� and
increasingly interconnected infrastructure�

We continue to work with NSF� Merit and ANS to deter�
mine how the T	 NSFNET component of the ANSNET
backbone network a�ects requirements for NSFNET sta�
tistics collection techniques and requirements� We pub�
lished and presented two papers �	� ��� at the Inet ��	
conference in August ���	 in San Francisco� We still
hope these activities lead to multi�agency support for ag�
gregation of network statistics data from multiple service
providers� The ANR group continues to discuss these is�
sues with other agencies and service providers�

��� Network service policies

We collaborated with UCSD economist Roger E� Bohn
of the International Relations and Paci
c Studies School
and Steven Wol� of the National Science Foundation on
a policy paper regarding precedence�based services on the
NSFNET ���� In this section we give a brief description
of this study�

The current architecture and implementation of the In�
ternet assumes a vast aggregation of tra�c from many
sources and stochastic distribution of tra�c both in space
�tra�c source� and time �burstiness of tra�c volume��
Given this general assumption� Internet components typ�
ically have little if any ability to control the volume and
distribution of incoming tra�c� The network� particularly
from the perspective of the router� is vulnerable to signi
�
cant consumption of networking resources by high�volume
applications� with possibly little stochastic behavior� from
a few users� This often impacts the overall pro
le of net�
work tra�c as aggregated from many clients� An example
is the continuous �ows introduced by real time applica�
tions such as packet audio� video� or rapidly changing
graphics�

Most architecture and instrumentation for accounting and
tra�c control in the Internet re�ect its historical status as
a typically government bulk�funded service for the acade�
mic community� It has been a research environment with
usage�insensitive costs that are often transparent to the
end�users� As a result� the current Internet architecture is
not conducive to allocating network resources among mul�
tiple entities or at multiple qualities of service� Presently�
there is no incentive to limit the use of bandwidth� and
the appetite for bandwidth is growing far faster than the
government can support� As tra�c grows� and new ap�
plications with fundamentally di�erent tra�c character�
istics come into widespread use� resource contention will
become a problem�

This situation creates a time window where applications
exist on a network not designed for them� but before an
appropriately architected network can augment the cur�
rent infrastructure and cope with the new type of work�
load� We propose a scheme for voluntarily setting Internet
tra�c priorities by end�users and applications� using the
existing 	�bit Precedence 
eld in the Internet Protocol
header�

Our proposal has three elements� First� network routers
would queue incoming packets by IP Precedence value
instead of the customary single�threaded FIFO� Second�
users and their applications would voluntarily use dif�
ferent and appropriate precedence values in their out�
going transmissions according to some de
ned criteria�
Third� network service providers may monitor the prece�
dence levels of tra�c entering their network� and use some
mechanism such as a quota system to discourage users
from setting high precedence values on all their tra�c�
All three elements can be implemented gradually and se�
lectively across the Internet infrastructure� providing a
smooth transition path from the present system� The ex�
perience we gain from an implementation will furthermore
provide a valuable knowledge base from which to develop
sound accounting and billing mechanisms and policies in
the future�

We recognize that an IP Precedence�based service� even
in conjunction with accounting and�or charging� is not
going to protect the Internet from applications that do
not 
t the basic premise of the current Internet� stochas�
tic sharing� That is� tra�c priorities� or even accounting�
are not a solution to this problem� But accounting can
help this problem in the transitory phase of the current
environment� In addition to billing applications� main�
taining statistics for the variety of multiple services can
also yield a better understanding of network demands� a
valuable knowledge base to develop interim policies� ca�
pacity planning� and fairer and potentially more compet�
itive cost recovery in the future�
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� Student involvement with ANR

Four UCSD students� Kimberly Cla�y� Nancy Groschwitz�
Jarom Smith� and Kevin Fall have made signi
cant con�
tributions to the ANR groups e�orts in analysis and mod�
eling of high speed networks�

�� Kimberly Cla�y is expected to complete her Ph�D
degree in ���� under Professor George Polyzos in
the Computer Systems Laboratory within the De�
partment of Computer Science and Engineering at
UCSD� Her thesis work� described throughout this
status report� was planned as an integral compo�
nent to the original NSF Network Analysis proposal
which funds a portion of ANR e�orts�

�� Nancy K� Groschwitz has completed her M�Sc� de�
gree in CS at UCSD performing research under the
direction of Prof� Polyzos and writing a thesis titled
�Tra�c and Delay Patterns on the NSFNET Back�
bone�� The paper �A Time Series Model of Long�
Term NSFNET Backbone Tra�c�� co�authored by
Groschwitz and Polyzos� is based on a chapter of her
M�S� thesis and has been accepted for presentation
at the IEEE International Conference on Commu�
nications �ICC�����

	� Kevin Fall is expected to complete his Ph�D de�
gree in ���� under Professor Joseph Pasquale in
the Computer Systems Laboratory within the De�
partment of Computer Science and Engineering at
UCSD� As part of the CASA team at SDSC� he
investigates protocol and performance issues with
respect to the HIPPI environment on the gigabit
network�

�� Jarom Smith� a UCSD undergraduate student ma�
joring in cognitive science� has been involved in the
project through the NSF sponsored program Re�
search Experiences for Undergraduates �REU� dur�
ing the Summer of ���	� Jarom worked on the fol�
lowing three projects and prepared corresponding
internal reports ���� ���� �����

�i� NSFNET Tra�c Visualization by US State� �ii�
NSFNET Backbone Growth Trends� Do More Net�
works Mean More Tra�c � and �iii� The Impact of
Multicasting Across the NSFNET�

�� For this coming third and last year of the NSF
award we expect to have two more undergraduate
students �through the REU program� to work on vi�
sualization and preparation of a toolkit integrating
tools developed for the project�

� Summary

Characterization of the tra�c composition and perfor�
mance of wide area data networking environments con�
tinues to be an important focus of the activities of the
Applied Network Research group� As the emphasis of the
ANR group includes aspects of the operational infrastruc�
ture as well as academic research activities� the complexi�
ties of both areas have in�uenced the work scope that we
describe for ���	�

We reported on results as well as work in progress for
multiple studies in the area of analysis and modeling of
both research and operational wide area networking� For
���� we expect to continue in areas of �ow analysis and
their impact on the infrastructure� on gigabit networking
on the CASA testbed� and on supporting NSF with their
evolution plans for the NREN and the infrastructure at
large�

� ANR Publications

ANR has published� submitted� or otherwise made avail�
able several papers and reports of research activities dur�
ing ���	� Several papers included collaborative e�orts
with outside people� who co�author those papers� Among
the co�authors are Steve Wol� �NSF�DNCRI�� Bob Aiken
�then at NSF�DNCRI� now at DOE�� Roger Bohn �UCSD
economist�� Peter Ford �LANL�� Yakov Rekhter �IBM�
and Paul Bosco �MIT��

ANR�s ���� annual progress report�

����	 Annual Report of the Research Progress of the Ap�
plied Network Research 
ANR� Group�
 Feb ����
 H��W�
Braun
 B� Chinoy
 K� Cla�y
 and G� C� Polyzos
 SDSC
Report GA�A	�		�

Several papers emphasize our activities in the area of �ow
analysis�

�A framework for �ow�based accounting on the Internet�

July ����
 H��W� Braun 
SDSC�
 K� Cla�y
 and G� C�
Polyzos
 to appear in Proceedings of IEEE SICON ����
SDSC Report GA�A	����

�Internet tra�c �ow pro�ling�
 K� Cla�y
 G� C� Polyzos
and H��W� Braun
 Jan ����
 SDSC Report GA�A	��	�

UCSD Report CS����	�
 submitted for publication�

Routing and addressing concerns related to the Internet
evolution and its technology�

�Improving the Routing and Addressing of the Internet
Protocol�
 March ����
 P� Ford 
LANL�
 Y� Rekhter 
IBM�

and H��W� Braun
 SDSC Report GA�A	�	��
 IEEE Net�
work
 March ����
 IBM T�J� Watson Research Center

Research Report RC ����� 
�	�	��
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�CIDR and the Evolution of the Internet� H��W� Braun

Peter S� Ford and Yakov Rekhter
 SDSC Report GA�A	����

Proceedings of INET���
 Republished in ConneXions Sep
���� 
InterOp�� version�

Papers related to policy aspects�

�NSF ImplementationPlan for Interim NREN�
 May ���	
B� Aiken 
NSF�
 H��W� Braun 
SDSC� and P� Ford 
LANL��
Editor� K� Cla�y 
SDSC�� SDSC Report GA�A	����

Journal on High Speed Networking
 	
��
 ����

�Network analysis issues for a public Internet� K� Cla�y
and H��W� Braun
 May ���� SDSC Report GA�A	����

Proceedings of Harvard JFK School workshop� �Public
Access to the Internet�

�Mitigating the coming Internet crunch� multiple service
levels via Precedence�
 R� Bohn
 H��W� Braun
 K� Cla�y
and S� Wol�
 submitted for publication
 November �����

�Network Analysis in Support of Internet Policy Require�
ments�
 May ����
 H��W� Braun and K� Cla�y
 SDSC
Report GA�A	�	��
 Proceedings of INET����

Aspects of network analysis and modeling�

�Long�term tra�c aspects of the NSFNET�
 May ����

K� Cla�y and H��W� Braun and G� C� Polyzos
 SDSC
Report GA�A	�	��
 Proceedings of INET����

�Tra�c Characteristics of the T� NSFNET Backbone�

K� Cla�y
 G� C� Polyzos
 and H��W� Braun
 Jan ����

SDSC Report GA�A	���� UCSD Report CS�	�	��
 Pro�
ceedings of INFOCOM���

�Application of Sampling Methodologies to Wide�Area Net�
work Tra�c Characterization�
 K� Cla�y
 G� C� Polyzos

and H��W� Braun
 May ���� SDSC Report GA�A	�	��
UCSD Report CS���	��
 Proceedings of ACM SIGCOMM
���

�Measurement Considerations for AssessingUnidirectional
Latencies�
 K� Cla�y
 G� C� Polyzos
 and H��W� Braun

Jan ���� Journal of Internetworking
 v�n�� September
����
 UCSD Report CS�	�	�	
 SDSC Report GA�A	�����

�NSFNET tra�c visualization by U�S� state�
 Jarom Smith

NSF REU project at SDSC
 September ����

�NSFNET backbone growth trends� do more networks mean
more tra�c�� Jarom Smith and Bilal Chinoy
 NSF REU
project at SDSC
 September ����

�On the impact of multicasting across the NSFNET
� Jarom
Smith
 NSF REU project at SDSC
 September ����

�A Time Series Model of Long�Term NSFNET Backbone
Tra�c� N� K� Groschwitz and G� C� Polyzos
 Proceed�
ings IEEE International Conference on Communications

ICC���� New Orleans
 LA
 May �����

K� Cla�y
 H��W� Braun and G� C� Polyzos
 �Tracking

Long�term Growth of the NSFNET�
 March ����
 to ap�
pear in Communications of the ACM
 �����

Internet routing aspects�

�Dynamics of Internet Routing Information�
 B� Chinoy

Mar ����
 Proceedings of ACM SIGCOMM ���
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